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ABSTRACT
In few-shot image classification scenarios, meta-learning
methods aim to learn transferable feature representations ex-
tracted from seen domains (base classes) in the meta-training
phase and quickly adapt to unseen domains (novel classes)
in the meta-testing phase. However, when seen and unseen
domains have a large discrepancy, existing approaches do
not perform well due to the incapability of generalizing to
unseen domains. In this paper, we investigate the challenging
domain generalized few-shot image classification problem.
We design an Meta Regularization Network (MRN) to learn
a domain-invariant discriminative feature space, where a
learning to learn update strategy is used to simulate domain
shifts caused by seen and unseen domains. The simulation
trains the model to learn to reorganize the feature knowledge
acquired from seen domains to represent unseen domains.
Extensive experiments and analysis show that our proposed
MRN can significantly improve the generalization ability
of various meta-learning methods to achieve state-of-the-art
performance in domain generalized few-shot learning.

Index Terms— Meta Learning, Domain Generalization,
Few-shot Learning, Meta Regularization Network

1. INTRODUCTION

Deep learning has achieved great success with sufficient data
[1], but in real-world applications, the demand for a large
amount of data cannot be met commonly due to labor and
time consumption. Few-shot image classification [2] in-
stead aims to predict unlabeled query images with only a
few labeled support images. Among various approaches for
addressing the few-shot image classification problem, meta-
learning methods have demonstrated their effectiveness and
drawn considerable attention recently [3, 4, 5, 6, 7, 8]. In gen-
eral, these approaches aim to learn a model that can extract
transferable feature representations from seen domains in the
meta-training phase and quickly adapt to unseen domains in
the meta-testing phase with the same data distribution.

As illustrated in Figure 1, meta-learning models generally
consist of a feature encoder Fθ and a classifier Cφ [9]. In the
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Fig. 1. Problem formulation and motivation

meta-training phase, the Fθ extracts image features and then
the Cφ predicts the labels via an optimization procedure. If
testing episodes are sampled from the same domain as train-
ing episodes (e.g., the training and testing episodes are the
same dataset in Figure 1 (a): 1.CUB → (b): 3.CUB), the
updated model has a good performance. However, if testing
episodes are given from a different domain like Figure 1 (a):
2.CUB → (b): 4.Flower, the learned model cannot quickly
adapt to unseen domains, resulting in poor performance.

Recently, Chen et al. [10] have raised the issue that exist-
ing meta-learning approaches cannot generalize well to test-
ing episodes from unseen domains that have different distri-
butions as training episodes. To alleviate the domain shifts,
domain adaptation (DA) [11] and domain generalization (DG)
methods [12, 13, 14] have been proposed. Nevertheless, these
methods assume that all domains share the same label space.
However, few-shot learning needs to identify novel classes.
Therefore, it is still an open challenge to address the DG for
different label spaces between the training and testing phases.

In this paper, we tackle the domain generalized few-shot
image classification problem. We propose to integrate a meta
regularization network (MRN) to modulate the feature en-
coder, which assists the encoder to learn a domain-invariant
feature space and improves the generalization ability to un-
seen domains. Furthermore, we present a learning to learn
procedure to optimize the MRN. Specifically, we sample two
episodes from non-overlapping seen domains to simulate do-
main shifts caused by seen and unseen domains during the
meta-training phase. One episode is used to update the model
based on the MRN, while the other tests the performance on
the updated model, and the performance is used to update



the MRN. Following this update strategy in the meta-training
phase, the model can better adapt to meta-testing episodes
from unseen domains. Our contributions can be summarized
as follows: (1) We propose the MRN to help the encoder learn
domain-invariant discriminative features with various distri-
butions. The MRN is method-agnostic and can be applied to
various meta-learning methods. (2) We use a learning to learn
procedure to optimize the MRN. It can simulate the difference
in domains, thereby improving the generalization ability of
the trained model. (3) We conduct extensive experiments in
domain generalized few-shot image classification to demon-
strate that various meta-learning methods effectively improve
the generalization ability by plugging the MRN.

2. METHODOLOGY

2.1. Preliminaries

Meta Learning. In the meta-training phase, the episodic
training mechanism is used as an effective approach to learn-
ing the transferable feature representations from a large num-
ber of base classes B [4]. Specifically, each episode contains
a support set SB with n different classes and k labeled im-
ages per class and a query set QB with same classes and q
unlabeled images per class. We call this problem setting n-
way k-shot. In the meta-testing phase, the novel classes N
with a few classes and images are used to test the model per-
formance. The support set SN are sampled from the N , the
model aims to classify each unlabeled query image QN .
Domain Generalization. In domain generalization (DG),
there are M source domains and L target domains. The DG
methods aim to learn domain-invariant feature representations
from multiple source domains, either by moment matching or
adversarial training, and generalize to unseen target domains
[13, 15]. These methods assume that the marginal distribution
P(X) changes while the conditional distribution P(Y|X) stays
stable across domains, i.e., the source and target domains
have the same label space. However, the seen and unseen do-
mains for meta-learning methods have different label spaces.
To solve the domain generalized few-shot classification prob-
lem, we proposed the MRN to optimize the feature space so
that the feature encoder Fθ is insensitive to different domains
and then generalizes better to unseen domains. Furthermore,
MRN improves the generalization performance of the model.

2.2. Description

In the meta-training phase, these episodes of each iteration
are created as TB = {SB,QB}, where SB = (XSB ,YSB ) and
QB = (XQB ,Y

Q
B ). Generally, the model consists of a fea-

ture encoder Fθ and a classifier Cφ. We optimize θ and φ by
minimizing a cross-entropy loss and the loss is shown as:

L(θ, φ) = Lce(YQB , Cφ(Y
S
B , Fθ(XSB ), Fθ(XQB ))), (1)

where the Fθ first extracts the features from both the support
and query images, the Cφ then predicts the categories of the
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Fig. 2. Framework of our method:

query images according to the label of support images, the
encoded support images and the encoded query image.

In the meta-testing phase, if testing episodes TN are sam-
pled from the same domain as training episodes, the model
has good performance. However, if test episodes are given
from different domains, the model may overfit and fail to
generalize to unseen domains. Because optimization through
the cross-entropy loss solely, the Fθ cannot learn domain-
invariant features. To alleviate the issue, we propose the fol-
lowing MRN, which uses a learning to learn update strategy.

2.3. Meta Regularization Network (MRN)

We proposed the MRN to adjust the Fθ to learn a domain-
invariant feature space. Intuitively, the Fθ equipped with the
MRN can produce more diverse feature distributions, which
improves the generalization ability of the Cφ. How to inte-
grate the MRN with the Fθ? Inspired by multi-tasks learning,
we introduce an additional regularization loss Lmrn gener-
ated by the MRN, combined with a few-shot learning loss
Lce to optimize the model. So, the new loss becomes:

Lnew(θ, φ, ω) = Lce + βLmrn, (2)

where β is the trade-off hyperparameter. The Fθ is optimized
using the above loss to produce more generalized feature rep-
resentations. Specifically, we input these image features ex-
tracted by Fθ to the MRN, and then this network output a
non-zero value, which is called Lmrn and is shown as:

Lmrn(θ, ω) = Rω(Fθ(X )), (3)

where Rω denotes the MRN network parameterized by ω.
The MRN can be applied to arbitrary meta-learning methods.

2.4. Learning to Learn with the MRN

We use a learning to learn update strategy to optimize the
proposed MRN and illustrate the process in Figure 2. To the
end, the MRN output an effective regular loss to help the Fθ
to learn the domain-invariant discriminative feature space.

In each meta-training iteration, we randomly select a
pseudo-seen domain Dps and a pseudo-unseen domain
Dpu from M seen domains. Then, the episodes Tps =
{(XSps,YSps), (XQps,YQps)} and Tpu = {(XSpu,YSpu), (XQpu,YQpu)}
are randomly sampled from Dps and Dpu domains, respec-
tively [16]. Tps and Tpu aim to simulate the domain shifts in
the meta-training and meta-testing phases (see Figure 2 (a)).



In iteration t of the meta-training phase, we first integrate the
MRN Rωt into the model. Then, the model with the Fθt and
the Cφt

is optimized using the loss Lmrn and cross-entropy
loss Lce to avoid the model overfitting in Eq. (4) and (5).

Lps(θt, φt, ωt) =Lce(YQ
ps, Cφt(Y

S
ps, Fθt(X

S
ps), Fθt(X

Q
ps)))

+ βLmrn(Rωt([Fθt(X
S
ps);Fθt(X

Q
ps)])),

(4)

(θt+1, φt+1) = (θt, φt)− αOθt,φt
Lps(θt, φt), (5)

where α is the learning rate, [; ] denotes the concatenation
(see Figure 2 (b)). We then measure the generalization ability
of the updated model using Lmrn by 1) removing the MRN
from the framework and 2) computing the loss of the updated
model on the pseudo-unseen episodes Tpu (see Figure 2 (c)):

Lpu(θt+1, φt+1) = Lce(YQ
pu,Cφt+1

(YS
pu, Fθt+1

(XS
pu), Fθt+1

(XQ
pu))).

(6)
Finally, as the loss Lpu reflects the effectiveness of the

MRN to generate Lmrn, we optimize the parameters ω by

ωt+1 = ωt − αOωtL
pu. (7)

Explanation. Why can the learning to learn update strategy
learn the domain-invariant feature space? Revisiting the ad-
versarial learning DG methods [13], we found that the domain
discriminator is optimized through a minimax game to learn
a domain-invariance feature space. Different from such ex-
plicit adversarial learning above, the learning to learn is an
implicit adversarial update strategy. Specifically, two non-
overlapping episodes from different domains are randomly
sampled in each meta-training iteration. One is used to up-
date the model using the summation of Lce and Lmrn in Eq.2.
The other tests the performance of the updated model and
then feeds it back to the MRN. Furthermore, the MRN is up-
dated based on this feedback to improve the performance of
the model in the next iteration. This double-adjustment strat-
egy makes the model behave well: after each update from one
domain, the performance gets improved for another domain.

3. EXPERIMENTAL RESULTS

In this section, we conduct experiments to answer three main
questions: RQ1: Does the MRN improves the performance of
meta-learning methods? RQ2: How is its performance com-
pared with state-of-the-art approaches? RQ3: How do differ-
ent regularization, i.e., L1 or L2, affect the performance?

3.1. Experimental details

Datasets. Four benchmark datasets are used to evaluate the
model performance (miniImageNet [4], CUB-200-2011 [17],
tieredImageNet [18] and CIFAR-FS [19]). The leave one-
domain-out setting is adopted to select an unseen domain and
we resize all images in the four datasets to 84 × 84 [20].
Experimental setting. We conduct experiments on 5-way 1-
/5-shot settings, and each episode has 15 query images per

(a) MAML (b) MRN (c) MAML (d) MRN

Fig. 3. The t-SNE visualization of the embedding distribu-
tions learned by MAML without (a)/(c) or with (b)/(d) the
MRN. The model is tested on tieredImageNet datatset.

class in meta-training/-testing phases. We report the average
accuracy (%) and the corresponding 95% confidence interval
over the 10,000 episodes sampled from unseen domains.
Implementation details. For a fair comparison, we use the
4-layer ConvNet with 64 filters (Conv4-64F) as the backbone
for all methods and do not adopt any data augmentation. In
this paper, we get Lmrn generated by MRN using an MLP
with two linear layers and different options are shown in Sec-
tion 3.4. Pytorch [21] is used to implement all experiments.
All methods are trained via SGD with Adam [22], the initial
learning rate is set to 1e−3 for Fθ/Cφ, and 1e−4 for Rω . For
each method, we use the 60,000 (1-shot) or 40,000 (5-shot)
episodes to train, and the best model on the validation set is
used to evaluate final reporting performance on the test set.

3.2. RQ1. Meta-Learning Methods Equipped with MRN

To answer RQ1 and verify the effectiveness of the MRN, we
embed it into two meta-learning methods: MAML [3] and
Prototypical Network [6]. Table 1 shows the classification
accuracies on different unseen domains, where the leave-one-
domain-out setting is used to select one unseen domain for
evaluation. It is observed that the performance of two simple
meta-learning methods degrades in domain generalized few-
shot image classification. However, for the two meta-learning
methods, incorporating MRN leads to a significant improve-
ment. An observation is that MRN boosts the performance of
MAML nearly by 10% on 1-shot and 16% on 5-shot of unseen
domain miniImageNet, which is especially prominent when
compared with other methods. We attribute this success to us-
ing the learning to learn update strategy, which divides non-
overlapping domains from seen domains in the meta-training
phase to simulate the data distributions of unseen domains in
the meta-testing phase. Then, a domain-invariant discrimina-
tive feature space is learned to align the feature distributions
of different domains and improve the model performance.
Visualizing MRN. To demonstrate that the MRN can assist
feature encoder to learn a domain-invariant discriminative
feature space and clustering spaces. We also apply t-SNE
[23] to visualize the embedding distribution obtained with
and without equipping with the MRN. In Figure 3, the (a)
and (b) represent the image features extracted from different
domains; the (c) and (d) mean the image features extracted
from different classes. As shown in (a) and (b), the model
equipped with the MRN has more compact features dis-
tance between different domains, indicating that the learned



Table 1. Classification average testing accuracy (%)

5-way MRN
miniImageNet tieredImageNet CUB-200-2011 CIFAR-FS

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MAML [3] 35.18 45.82 30.83 45.91 30.96 42.28 35.62 37.28
MAML [3] X 45.30 (+10.12) 62.33 (+16.51) 42.59 (+11.76) 59.83 (+13.92) 35.42 (+4.46) 47.63 (+5.35) 39.27 (+3.65) 48.61 (+11.33)

Prototypical Network [6] 47.72 64.83 43.50 58.04 39.47 55.36 38.87 54.41
Prototypical Network [6] X 53.77 (+6.05) 68.05 (+3.22) 46.67 (+3.17) 64.23 (+6.19) 42.32 (+2.85) 60.83 (+5.47) 41.33 (+2.46) 58.91 (+4.50)

Table 2. Average accuracy (%) comparison to state-of-the-arts.

5-way Backbone
miniImageNet tieredImageNet CUB-200-2011 CIFAR-FS

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

Relation Network LFT [16] ResNet10 55.23±0.14 72.56±0.81 48.75±0.89 63.24±0.91 45.67±0.78 64.75±0.47 44.79±0.31 60.12±0.45
Matching Network LFT [16] ResNet10 56.01±0.31 73.45±0.65 49.31±0.21 65.41±0.45 45.12±0.65 65.14±0.74 45.98±0.31 59.12±0.34

ProtoNet MRN (ours) ResNet10 56.99±0.61 75.16±0.48 50.31±0.12 68.23±0.47 48.32±0.45 66.85±0.31 47.23±0.18 64.52±0.25

features are domain-invariant representations. The domain-
invariant features decrease the domain shifts and improve the
model generalization abilities. In addition, we visualize five
classes distributions in Figure 3 (c) and (d) with good results.

3.3. RQ2. Comparison with State-of-the-Arts (SOTAs)

To answer RQ2 and prove that the meta-learning methods can
surpass the SOTAs after equipping with the MRN, we report
the experimental results on the four benchmark datasets. Note
that few published approaches have been proposed to address
the domain generalized few-shot image classification prob-
lems, and thus we choose the famous LFT baseline for com-
parison [16]. We display the results of Prototypical Network
(ProtoNet) equipped with the MRN as our method. For a fair
comparison, we use the ResNet10 backbone following [16].

Specifically, it is observed that our method significantly
outperforms state-of-the-art LFT combined with Matching
Network and Relation Network [16] in all dataset settings un-
der ResNet10 backbone (see Table 2). Our method achieves
3% performance improvement for 5-way 1-shot and about 2%
higher performance for 5-way 5-shot in the best performance
of Matching Network or Relation Network equipped with
LFT with CUB-200-2011 dataset. From Table 2, we can find
that (1) our method significantly improves the performance
and achieves the best results. (2) A new loss generated by
the MRN is used to learn the domain-invariant discriminative
feature space. (3) A learning to learn implicit adversarial
update strategy can effectively align the feature distributions
that they come from different training or testing domains.

3.4. RQ3. Ablation Study

Influence of using different forms of L mrn. The lossLmrn
generated by the MRN helps the feature encoder Fθ learn the
domain-invariant feature space through a learning to learn
update strategy. In Table 3, we consider four forms of Lmrn,
where the first two are common L1 and L2 regularizations,
and the other two represent different calculation modes for
the MRN. The “MLP” means that the MRN (Rω) in Eq. (3)

Table 3. Average testing accuracy (%).
5-way-1-shot miniImageNet tieredImageNet CUB-200-2011 CIFAR-FS

L1 48.18±0.37 44.83±0.57 39.96±0.45 38.62±0.55
L2 48.63±0.35 45.95±0.38 40.06±0.42 38.79±0.58

Flatten 52.98±0.38 46.23±0.37 43.21±0.46 42.63±0.54
MLP 53.77±0.61 46.67±0.68 42.32±0.62 41.33±0.59

5-way-5-shot miniImageNet tieredImageNet CUB-200-2011 CIFAR-FS

L1 64.82±0.47 59.91±0.47 55.28±0.58 56.28±0.58
L2 65.23±0.37 58.98±0.37 56.32±0.42 55.78±0.48

Flatten 67.95±0.35 63.06±0.35 60.01±0.41 57.98±0.69
MLP 68.05±0.56 64.23±0.75 60.83±0.44 58.91±0.55

has two linear layers, i.e., fully connected layers, LMLP
mrn =

Rω(Fθ(X )). The “Flatten” indicates using the linear flat-
tened feature in Eq.3, i.e., LFlattenmrn = Rω((Fθ(X ))TFθ(X )),
where T is a transpose operation.

We display the results of four regularized forms based on
Prototypical Network. Specifically, these two modes of MRN
perform well, with the embedding of “MLP” performing
slightly better than the covariance matrix embedding “Flat-
ten”. Meanwhile, compare with the best performance of L1

and L2, our method with “MLP” achieves 5% and 3% perfor-
mance improvement for 1-shot and 5-shot on miniImageNet,
respectively. This indicates that the MRN using a learn to
learn update strategy can help the Fθ learn better feature
distribution from different domains than fixed loss L1 or L2.

4. CONCLUSION

We propose a meta-regularized network (MRN) to effectively
enhance the generalization ability and significantly solve the
domain generalized few-shot image classification problem.
The novel MRN is presented to assist the feature encoder
to learn a domain-invariant feature space through simulating
various feature distributions extracted from the different do-
mains. A learning to learn update strategy is used to optimize
the parameters of the MRN. From extensive experiments, we
demonstrate that our method can handle the domain gener-
alized few-shot image classification problem, and shows an
evident improvement over baselines to achieve new SOTA.
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